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Is MFM really useful?
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Abstract. The ill-posed linear inverse problems, characterised by Fredholm integral equations of the first
kind, are encountered in many areas of science and technology. This type of problems present some loss
of information under the inversion process. The loss of information often makes the inversion process very
difficult. Magnetic force microscopy (MFM) is a technique where problems related to loss of information
occur. Work is presented here to understand what can be measured by the magnetic force microscope.
A simple model is constructed, where the magnetic tip is approximated by a point dipole. Given the
force F(r) acting on the dipole tip, we attempt to determine the magnetization distributlon in a thin
ferromagnetic film, M(r). This calculation should be interesting due to the rapidiy growing interest in

magnetic thin films and magnetic multilayers.

PACS. 68.37.Rt Magnetic force microscopy (MFM) — 02.30.Rz Integral equations — 02.30.Zz Inverse

problems

1 Introduction

The remarkable successes of the scanning tunneling mi-
croscope [1] and the atomic force microscope [2] has led
to the idea of achieving a similar resolution in magnetic
structures. The magnetic force microscope (MFM), a vari-
ant of the atomic force microscope, images surface mag-
netic features on a sub-100 nm scale without the need for
involved sample preparation [3].

Preliminary works were mainly devoted to the imaging
of written bit structures in several magnetic recording ma-
terials [4-6] and to the understanding of contrast mecha-
nism in the MFM [7-9]. Moreover, magnetic domain walls
in thin Permalloy films [10], iron single crystals [11] and
magnetite [12] have been observed successfully.

The progress made in the last decade has turned the
MFM from a research tool into one of the most widely
used magnetic imaging techniques. Its ease of use and
high resolution is striking, but the only drawback seems
to be the interpretation of MFM images correctly and
quantitatively. Recent advances like the tip perturbation
work [22,28], the dissipation imaging [13], and the do-
main contrast work [14] have to some extent ameliorated
the ability to interpret MFM images. Moreover, works
which involve applying fields during MFM experiments
have given significant information about the micromag-
netics of the sample [15,16]. The MFM has also been used
to study magnetostrictive effects at submicron scales [17].

The heart of the MFM is the magnetic tip attached to a
cantilever. Due to the interaction between the tip and sam-
ple, the cantilever is deflected. This mechanical response
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of the cantilever is used to sense the interactions between
the tip and sample as a function of the tip position. In
experiments, both AC and DC detection techniques are
employed. DC detection monitors the DC deflection of the
cantilever which depends on the force between the tip and
sample. AC detection techniques are sensitive to the res-
onant frequency of the cantilever. Therefore, it is related
to force gradient between the tip and sample.

Note that both the force and force gradient are related
to the magnetic field or spatial derivatives of the mag-
netic field from the sample. The effect of the magnetic
field due to the sample on the tip is in principle not suffi-
cient for obtaining the magnetization of the sample. This
is because there may be an infinite number of magnetiza-
tion patterns leading to the same magnetic field. In other
words, the determination of true magnetization distribu-
tion of the sample from MFM force data is in principle
not possible [18]. Under best conditions, only a map of
the magnetic charge density, in bulk samples —V - M and
at surfaces M - n where n denotes the surface normal, can
be obtained. One cannot recover the magnetization from
this quantity as well. On the other hand, this obstacle has
not stopped several attempts which aim to recover mag-
netization distribution of the sample [19,20].

In practice, most MFM images are more complicated
than one might have thought due to the perturbative in-
teractions between the tip and sample. The localized mag-
netic field produced by the tip can affect the magnetic
structures under investigation and wvice versa [21]. The
strength of these mutual perturbations depends on the
tip and the sample materials, geometry and imaging con-
ditions. For example, in the case of permanent magnet
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samples, the tip stray field does not modify the magnetic
state of the sample. However, strong magnetic fields, of
the order of 1 tesla, may be experienced by the tip in
close proximity to the sample. The perturbations lead to
several effects like magnetic dissipation, domain contrast
and magnetization reversal [23,24]. Although these per-
turbations were initially regarded as unwanted effects, it
has been found that they give information about the lo-
calized susceptibility of the sample [22,28].

The resolution of the instrument depends on several
parameters like the minimum detectable force, the tip
shape, and scanning height. For example, the effect of
tip shape and scanning height on magnetic domain im-
ages was investigated in [25]. In the simplest case, neglect-
ing the real geometry, the magnetic tip can be regarded
as a point probe. One can then quantitatively determine
the effective magnetic dipole and monopole moments of
the tip as well as their imaginary location within the real
tip [26]. From the analysis in [27], it is clear that the point-
monopole and dipole models do not accurately describe
the imaging mechanism in the MFM.

Most of the theory which has been developed to ex-
plain the MFM experiments relies on the assumption that
both the tip and sample have a static magnetization state
during MFM operation [28]. There have been some excep-
tions where the tip or sample magnetizations have been
allowed to rotate. For example, in [29], the tip magnetiza-
tion was permitted to rotate, whereas in [30] the magne-
tization of a low anisotropy sample was allowed to rotate.

Most theoretical works start with a simple model in-
volving a magnetic monopolar or dipolar tip that interacts
non-perturbatively with the sample. This model is useful
for basic image interpretation but in practice is inevitably
insufficient for a quantitative interpretation of MFM im-
ages [6,27]. In reality, the tip structure is both geometri-
cally and magnetically complicated. Therefore, it is better
to go beyond the point probe approximation.

Given the tip shape, the MFM response can be calcu-
lated by performing an integration over the tip volume.
A number of MFM models that consider a particular tip
shape have been setup with a wide variety of tip-sample
geometries. In these models, some geometries were chosen
to obtain convenient integration over the tip volume, while
others were chosen to represent a real tip-sample configu-
ration. For example, in [7], the simplest configuration can
be found where both sample and the tip represent a mag-
netic dipole. Contrary to this simple case, [31] studies a
perpendicular recording media using a cylindrical tip. In
another work, a more realistic tip, modeled by a truncated
pyramid, is used to probe a sample with periodic domains
and perpendicular anisotropy [32].

More elegantly, in the absence of perturbations, one
can calculate the Green’s function of the tip by imaging a
point-like sample [33-35]. Other computational techniques
that have proved useful are reciprocity [36] and Fourier
integrals [37].

The plan of the letter is as follows: In the next section,
the problem of magnetization reconstruction is formulated
for the general case. In the third section, we will focus
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on a restricted problem of determining the magnetization
distribution of a thin ferromagnetic film. Then, we will
define the smeared magnetization and the ambiguity in
the smeared magnetization. Finally, we will present some
conclusions.

2 General case

Neglecting the real geometries of the tip and sample and
considering static magnetizations, we will now derive a re-
lation between the force and the sample’s magnetization
distribution. We also assume that the sample magneti-
zation is not perturbed by the stray field of the tip and
vice versa. The interaction will be attributed to magnetic
dipolar interaction between the magnetic field caused by
the sample and the magnetization of the tip. Therefore,
the interaction energy is of the form

/m
where B(r’) denotes the magnetic field at r’ caused by the
sample’s magnetization distribution and m(r’) denotes
the magnetization of the tip. If we denote the magneti-

zation distribution of the sample by M(r”), the magnetic
field generated by the sample will be as follows:

r’)dv’ (1)

1
|r — |

which is taken over the entire sample volume. We stress
that in noncontact scanning force microscopy the tip does
not contact the surface under investigation. If we expand
the triple vector product in (2), we encounter a term
containing the delta function 6(r’ — r”), which implies a
contact between the sample and the tip. Due to the ex-
perimental restriction, this term will be neglected in the
subsequent calculations. Consequently, the energy of the
interaction becomes

r') = /V;’V;’Mj(r”)

Bwy:/w“xmﬂﬂ)xvm av”’ (@)

1
,wwlmwmﬂ(a

r—

The force exerted on the tip can be readily obtained
by the definition F = —VFE. The kth component of the
force is then given by the expression:

/vlivlivli ( II) dvll/mz dvl

(4)

As the simplest magnetic tip one can imagine is a point
dipole, we will approximate the tip by a point dipole. If we
denote the position vector of the dipole tip by R, then (4)
becomes

1
Fk(R):/{piviVjVﬂR ]

ik (R — 1) Mj (x") dV" (6)

M; (x")dv"(5)
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where u; = ftmidV' is the magnetic moment of the
tip. It is clear that (6) is a Fredholm integral equation
for the sample’s magnetization distribution M;(r”) in
terms of the force on the dipole tip Fj(R), where the
term K, (R — 1) is the kernel of this integral equation.

3 Thin ferromagnetic film

We will now focus our attention on a restricted problem.
That is, we try to determine the magnetization distribu-
tion of a ferromagnetic thin film residing in the z = 0
plane, where we represent the magnetization distribu-
tion by

M(r) = M(z, y)d(z). (7)

Moreover we assume that we measure the force on the
tip over a plane with fixed separation with respect to the
film. For this reason, it is convenient to work with z and
the Fourier transform variables in the xy plane, namely
d’ = (¢*,4¢Y). Applying convolution theorem to (6) we
obtain the following expression

F, (q”,qz) = (\/ﬂ)gf(r(q)ﬂj@- (8)

We can now Fourier transform this equation with re-
spect to the variable ¢*

F, (q”,Z) =27 / " K;(q) M (q)dg? (9)

where the Fourier transformation of the kernel Iw(u(q) is
given by

Kij(a) = _%Qi(]jq}c,uk (10)
Fourier transforming the magnetization of the ferromag-
netic thin film gives M(q) = ¢M(q"”), where ¢ is a con-
stant due to the fact that the Fourier transformation of
a delta function is a constant. Using the last two equa-
tion in (9) and performing the integral over ¢* we find the
following result for a finite tip-sample separation (z # 0):

o—d'z —
e (d)

F; (q”,z) = —87%i0

where 6 = - q7 is a scalar quantity and qF = gl +i¢l'z
is a complex vector. For convenience we may rewrite (11)
as follows:

R (o) 7 (o)

F; (q”,z) = 787‘(3196;”

(12)

where the Fourier transformed kernel is defined by
K)(al) = q'q} .

As one can see from (12), we may determine the mag-
netization distribution of the film, if we can invert the
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Fourier transformed kernel Kl“j(q”). We now prove that
the inverse of the kernel only exists in a one-dimensional
subspace. To demonstrate that this is the case, we should
first determine the eigenvalues and eigenvectors of the ker-
nel. The eigenvalues of the kernel can be found from the
secular equation. We find that all three eigenvalues are
equal to zero:

A=A =A3=0. (13)

From this result, it might be thought that the kernel
was completely non-invertible. However, this is not the
case as a finite force on the tip is measured in experi-
ments. The reason for the invertibility is that the kernel
is a mon-Hermitian matrix, which is constructed by the
product of two complex vectors.

We will also prove that not all eigenvectors of the ker-
nel exist. This property allows a partial inverse be defined
in the relevant subspace. We may quickly check that q™
and g7 x (q¥T)* = Q are eigenvectors with zero eigen-
value as q7 - q7 = 0 = g7 - Q, where * shows complex
conjugate. However, the third linearly independent vector,
q~ = (q")*, is not an eigenvector of the kernel. Thus, one
eigenvector of the kernel is absent.

Let us now construct the partial inverse in the sub-

space spanned by the vector q~, say IC;jlz

1%
17 4(]“4

(14)

Note that if we multiply the kernel from the left side by
its partial inverse we get /E;jlf?j“k =q; q,':/2q“2, where we
use the relation q{qj-r = 2q”2. This is the identity matrix
in the subspace spanned by ¢; , as we have the relation:

2(]“2 k i

(or ¢; if we use right multiplication). This is precisely the
subspace associated with the non-existent eigenvector.

(15)

4 Smeared magnetization

Having constructed the partial inverse, we now turn to the
force expression in (12). This can be rearranged as follows:

R (W) R (0 ) = e (o) (1)

where we have multiplied both sides by the factor ¢!l to

get a simple form for the inverse kernel. We stress that the

exponential factor e=d'% s problematic. This cannot be

transferred to the left hand side of the equation, as it could
lead to a strongly divergent inverse Fourier transform. The
physical significance of this is that the force on the tip is
insensitive to details of magnetization on length scales less
than the separation between the film and the tip.
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We must now reconcile ourselves to recovering the par-
tial information contained in the smeared magnetization
which is defined as follows

M (q\|’z> — gle=d"= 07, (qu> (17)
which when Fourier transformed gives the result:
322
I _
M; (r ’Z) _/ 2 5/2
< r|| — rH/’ + z2>
]. I I
_ (el I
; 372 M; (r ) dr' .
( r|| — rH/‘ —+ 2;2)

(18)

Returning to the smeared magnetization expression,
we may rewrite the right hand side as M} (q!, z) and per-

. 2 5. ~_
form the inverse transform for —(gl! /817739)ICM1 (q!). The
smeared magnetization in real space consists of two parts:

M; (r“,z) = M;j (r“,z)

_ / (k3) " (’ru Ll

where the first term M3 (rll,2) is the undetermined part
of the smeared magnetization, while the second term is
the partial information which may be extracted. We find
that the smeared inverse kernel has the form

1 1
Kt — ———
! 16m2p ‘rn fru”

) F; (r“l, z) darl’

(19)

X [2 (f” X z) (f“ X z) 5 — zxﬂ . (20)

1 J

5 Ambiguity in smeared magnetization

In this section, we will characterize the undetermined part
of the smeared magnetization. This is readily achieved us-

ing the Fourier transform of it, M: (q!, 2). By definition,
we can write qt S M® (q!l, 2) = 0, which implies that the
vector qt is perpendicular to M: (q”,z). For this reason,
the most economical representation of M (q”,z) is given

by the cross product i(qt x A(q”,z)), where A(q”,z)
stands for the Fourier transform of an arbitrary vector
field. Note that the factor i is put for the sake of conve-
nience. Let us now write out this expression:

M (q||’z> —igl x A (qu,z) _ 4 (Z < A (qn,z)>
(21)
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where we have used the definition of q*. It should be noted
that we are determining the ambiguity in the smeared
magnetization. Hence, the vector A(q”,z) should be in-

terpreted as
A (qu’z) —A (qu) o—d'z,

In this case we obtain for the ambiguous part

(22)

M? (q”,z) = [iq” + %i] x A (q”) e 7'z, (23)

If we inverse Fourier transform this expression, we can
find the form of ambiguity in real space
M? (r”,z) =VxA (r”,z) . (24)
Thus, the ambiguity in the smeared magnetization is equal
to V x A(rll, 2), given the special form of the vector field.
It is interesting to indicate a similarity with the solu-
tion of Maxwell’s equation, V - D(r) = 4mp, which when
Fourier transformed yields igD(q) = 47p(q). It is clear
that we can express D(q) as follows.

D(q) = iq¢(q) +iq x A(q) (25)
where ¢(q) = —4mp(q)/q>. The ambiguity in D(q) is
represented by the second term containing the vector
field A. On inverse Fourier transformation one can ob-
tain D(r) = V¢(r) + V x A(r), where the second term is
the undetermined part.

6 Conclusions

In this letter, we have seen that a restricted amount of in-
formation about the magnetization distribution of a thin
ferromagnetic film may be deduced in a model indepen-
dent manner.

The situation is somewhat similar to the deduction of
the electric field from a charge distribution. In this case,
the transverse parts of the electric field are not deter-
mined. In our example, the physical interpretation of the
undetermined part of the magnetization is not so obvious.
We have represented the ambiguous part of the magnetiza-
tion as i(q* x A(qll, 2)) which has the Fourier transform of
V x A(r), assuming that we have A(qll, z) = ;&(q”)e_quz.
Thus, the ambiguity is equivalent to V x A(rll, 2).

We may regard the origin of the ambiguity as being
essentially the same as that of the electromagnetic case.
The field outside the thin film, caused by the film, may be
taken to be H(r). Then, according to Maxwell’s equation
we can write

V-B=0—-V -H=—-47V -M = p,,.

We see that the transverse part of M cannot affect
H, and hence cannot be measured by the effect of H on
the tip.
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